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ABSTRACT 

The detection of human emotions is considered one of the important aspects of security and business promotions. In security matters, 

the identification of human emotions is very important, especially in vulnerable areas. In the business, emotion recognition is used in the 

promotion of the products and the analysis of customer satisfaction. This project aims to develop a face emotion system based on machine 

learning and transfer learning. The result of the implemented method shows that the prediction of the emotion performed successfully 

with a percentage equal to 77%. 

Index Terms – Emotion, Transfer Learning, Tensor Flow, Machine Learning. 

1. INTRODUCTION 

Recently the detection of human emotions implemented in many areas that take care of the security issues or the business 

promotions. In the security aspects the identification of any persons is very important especially in the vulnerable areas such as the 

airport, the concerts and the public areas. On the other hand, the emotion detection plays an important role in the promotion of the 

products and in the analysis of the customer satisfaction [1, 2, 3, 4, and 5] regarding that product. The human face considered the 

most emotional portion of the human body, it allows you to understand the inner state of the human. Accordingly, the human face 

expressions play an important role in non-verbal communication. The first studies on the human face expressions are written by 

Darwin [6]. He said the facial expressions cannot be learned and it has a meaning for survival. 

2. LITERATURE REVIEW 

In general, the system architecture for the face emotion recognition is illustrated in Fig.1. This system architecture consists of 

input, pre-processing, feature extraction, faces database & classification and used by many authors in the literature. The model is 

trained for making the predictions for the new input images. The pre-processing is used before the feature extraction to do the 

contrast adjustment, scaling, and clarity of the image [7, 8, and 9].  

2.1. Face Detection Techniques 

Face detection technique is used to remove the unwanted area and eliminate it from further processing. In the literature Vila-Jones 

and Histogram of Oriented Gradients (HOG) are discussed. Viola-Jones is used to the facial region by using Haar features which 

is consist of two rectangles, three rectangles, and four rectangles [10, 11, and 12]. 

 
Fig. 1: face emotion recognition system architecture 
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These Haar values are used for image classification by subtracting the pixels in the white rectangle from the pixels in the black 

rectangle. Fig. 2 shows an example of Haar features [11, and 21]. 

 

Fig. 2: Example of Haar feature [11] 

On the other hand, HOG algorithm goes through multiple steps. The first one is the normalization of the color space. The second 

step is to find out the gradients for every pixel in x & y directions in n x n cell. In the third step, the algorithm performs the 

construction of the cell histogram. The next step is to group several n x n pixels in N x N blocks to find out the contrast 

normalization. These blocks are named Histogram of Oriented Gradient (HoG). After this step the vectors constructed by 

concatenating the descriptors of HoG in the detection window. In the last step the feature classified by the SVM [10].  

2.2. Feature Extraction Methods 

In machine learning [13] and image processing the feature extraction performed to build a derived informative value to facilitate 

the learning process and to reduce the dimension of the data [14]. However, the feature extraction helps to find the important points 

in the image. In the face emotion detection, the purpose of the feature extraction is to isolate the important point on the detected 

face. Ensembles of Regression Tree algorithm is used to find out the feature points on the face. Another algorithm called Local 

Binary Patterns (LBP) is also used to get the feature of the face [15].  

2.3. The Classifier & Emotion Detection 

In the literature the neural network classifier is used. The classifier consist of input layer, hidden layer and output layer consists of 

seven layers each one describes one of the emotions [16]. Fig. 3 shows the neural network model [17]. 

 

Fig. 3: Neural Network Model [17] 
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The author of the literature determines the classification rate during the testing phase as the training and the testing follow the same 

classification steps and they ran the convolutional neural network model three time with different iterations [9]. On the other hand, 

they also proposed another method by using the distances between facial landmark and support vector machine (SVM) to classify 

the emotions [18, 20, and 21]. 

3. PROJECT METHODOLOGY 

In this work an experimental methodology used to perform the face emotion detection. In the beginning, the face detection 

algorithms, the feature extraction methods & the machine learning classifier were studied. The detection of face emotions 

implemented by using python with Dlib & OpenCV libraries [16, and 17]. Fig.4 shows the method in this project. 

 

Fig. 4: Project Method 

3.1. Python 3 

Python is a high-level object-oriented scripting language Python is widely used in image processing and computer vision projects 

due to the libraries it provides in this field such as OpenCV & NumPy. Behind that, Python libraries support artificial intelligent, 

machine learning, and deep learning algorithms as well [16]. 

3.2. OpenCV 

OpenCV is an abbreviation for (Open-Source Computer Vision). It is a free library that is used to process images & videos OpenCV 

was created to afford a global infrastructure for computer vision applications. Besides that, OpenCV introduces the use of machine 

learning in commercial applications. In this project, OpenCV along with Python is used mainly to detect the faces using haar 

cascade method and to printout on the images the type of the detected emotion [16]. 

3.3. Tensor Flow 

Tensor Flow is an open-source library for creating machine learning applications. It was developed by the Google team to use 

internally, they released it in 2015 under Apache license 2.0. The architecture of Tensor Flow is flexible as it allows for the 

processing to be performed across multiple platforms on desktop or several clusters of servers [19]. 

3.4. Keras 

Keras is an open-source library for the artificial neural network. However, Keras works as an interface for Tensor Flow. With 

Keras the implementation and the experiments of deep neural networks performed in a fast manner [20]. Keras covers the 

implementation of the most typically used neural network such as layers, activation function & optimizers. However, Keras has 

supported the convolutional neural network. So Keras allows users to design deep models [17]. 

3.5. MobileNet V2 

MobileNetV2 is a convolutional neural network consist of 53 layers. Although it is intended for mobile devices, it can also be used 

with other types of devices. The bottleneck layers are connected to one another via the remaining connections, which are based on 

an inverted residual structure. The depth-wise convolutional features filters in the intermediary layers. Fig.5 shows the architecture 

of MobileNetV2 [18]. 
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Fig. 5: MobileNet V2 architecture 

3.6. Relu Activation Function 

The purpose of the activation function is to transform the summation of the input weights to output. The rectified linear activation 

(ReLU) is a linear activation function that provides the output if the input is positive. However, ReLU is considered the default 

activation function in the neural network due to its high performance. 

3.7. Transfer Learning 

Machine learning model probably has a huge number of parameters or weights. Accordingly, to train the model from the beginning 

a large amount of data computing resources will be needed. Hence, transfer learning is a method used to take part in a model that 

has been trained and then reprocessing it to create a new model. This method will reduce the needed computing resources & time. 

in this method the improvement of learning is performed by a new learning task through the transfer of knowledge from a related 

task that has already been learned [14]. 

3.8. Dataset 

A dataset is a collection of data related to a specific context. In machine learning projects the dataset is used to train the model to 

perform the needed tasks. Usually, three different datasets are used: training dataset, validation dataset & test dataset. In this project 

a dataset called FER 2013 is used, FER (Facial Expression Recognition) dataset was introduced in 2013. FER database was created 

using Google image search, the faces labelled with seven expressions (angry, disgust, fear, happy, neutral, sad, surprise). The 

training dataset contains 28709 images distributed between the expressions as illustrated in Fig.6. 

 

Fig. 6: FER train dataset 



Journal of Network Communications and Emerging Technologies (JNCET)              

Volume 12, Issue 8, August (2022)   

  

 

ISSN: 2395-5317                                                 ©EverScience Publications   5 

    

4. IMPLEMENTATION 

4.1. Preparing the Environment 

The programming environment consists of Anaconda & Jupyter Notebook, both of them are installed. After that, tensor flow is 

installed through Anaconda Prompt & the pip (preferred installer program). The programming environment consists of Anaconda 

& Jupyter Notebook, both of them are installed. After that, tensor flow is installed through Anaconda Prompt & the pip (preferred 

installer program).  

4.2. Preparing the Dataset 

FER 2013 dataset downloaded from Kaggle.com. The total size of the dataset is around 60 MB. Besides that, the dataset is divided 

into train & test. Each class on the train or the test is grouped in a separate folder. To let the programming became easier the dataset 

groups renamed from 0 to 6 for example angry image group renamed 0 & disgust image group renamed 1 and so on. 

4.3. Data Preprocessing 

The purpose of data preprocessing is to prepare the data and organize the raw data to make it suitable for the machine learning 

training process. In another word, this is the process of converting the raw data to an understandable format. The first step in the 

data preprocessing is to read all dataset images and save them into an array. The second step is to change the size of all images in 

the dataset to (224 x 224) that’s because the transfer learning algorithm that is used can accept only this size of images. The third 

step is to shuffle the images on the array to avoid the learning of the sequence. The fourth step is to separate the image array and 

the label array. The fifth step is the learning convolutional network that used in this project (MobileNetV2) can accept only a 4D 

array. The sixth step is to normalize the data, although there are libraries that can do the normalization such as scikit, for simplicity 

we did it by dividing the values by 255 as it is considered the maximum value. Fig.7 shows the flow chart that describes the steps 

of data preprocessing. 

 

Fig. 7: data pre-processing steps 

4.4. Transfer Learning Model 

The input layer number 0 of MobileNetV2 is selected as input for the transfer learning model. The layer before the last one in 

MobileNetV2 was selected to be the output of the model, this layer is called (global_average_pooling2d). The output of this layer 
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taken into another final output layer with a dense of 128. The activation function that is used is (relu). However, as illustrated in 

Fig.8 another 64 layers & activation function used as well to get the final out which consists of 7 layers. 

 

Fig. 8: Transfer learning steps 

Finally, in order to create the model (keras.Model) function is used. The input in the flow chart is selected to be the input for 

function & the final output is selected to be the output in the function. The transfer learning started by implementing (fit) function 

with a number of epochs equals to 10. Each epoch needs around 43 minutes to finalize the needed calculations so the total need 

time to finalize the calculation is around 7 hours. Behind that, the transfer learning started with high accuracy such as 0.4388 which 

is not possible if the training started from the beginning. Once the training gets done it is saved to use in the process of the 

prediction. 

5. RESULT 

The performed test shows the success of the emotion detection by using the transfer learning method. The accuracy of the prediction 

model reached up to 77% after performing 10 epochs. The training was performed in seven hours on core-i7 with 16 GB RAMs. 

Fig.9 shows the output of the prediction model. Besides that, Fig.10 shows the epochs and its relation with the accuracy. 

 

Fig. 9: detected faces based on the proposed system 
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Fig. 10: the relation between the accuracy & epochs 

The needed time to calculate & the number of epochs in this research is compared with the results in the literature. The researchers 

in [18] use the CNN and they reached up to 79% in terms of accuracy but after 500 epochs and in 16 hours which was needed too 

many iterations and a very long time when compared with the results in this research. 

6. CONCLUSION 

This paper aimed to recognize the different types of facial emotions. The recognition performed based on machine learning. The 

needed computing resources and time to learn the machine is reduced by using the transfer learning method which takes part of a 

model that is already trained and then reprocessing it to create a new model. Python 3 is the programming language that is used to 

perform this project and the OpenCV library with haar algorithm is used for the face detection. The application of machine learning 

is designed based on TensorFlow library to perform the data processing and to create and train the model. The neural network is 

performed in a faster manner by using Keras library which is working from the above layer based on TensorFlow to perform the 

optimization and the activation. However, the convolutional neural network works based on MobileNetV2. FER2013 is the dataset 

used to train the model. After 10 epochs and 7 hours of training, the accuracy of the prediction reached up to 77%. 
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